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Abstract

Researchers and IT companies have proposed in recent years the use of new
hybrid edge/cloud solutions to efficiently process the huge amounts of data
produced by IoT devices. In fact, edge combined with cloud computing is
used in different application scenarios, such as that of autonomous vehicles,
which often require low latency, energy saving, privacy protection and scal-
able services. Specifically, edge computing is useful in managing tasks that
require real-time analysis and low response times, such as driving assistance,
collision avoidance and road sign recognition. Instead, the use of the cloud is
convenient for tasks that require a lot of resources and access to large data
sets, such as diagnostic data collection and analysis, routing and targeted
advertising. Designing and testing edge/cloud architectures to support au-
tonomous vehicles are still open issues due to their large-scale, heterogeneity
and complexity. In this chapter, we analyze how edge/cloud solutions can
be exploited for efficiently managing tasks related to autonomous vehicle
driving. In particular, through a simulation-based approach, we demonstrate
that these solutions are capable of providing great performance benefits in
support of autonomous vehicle systems, especially as the number of vehicles
and computing nodes increase.
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1.1 Introduction

In the last few years, huge volumes of data have been generated by and col-
lected from several sources, such as sensors, cameras, smart meters, mobile
devices, and wearables, which are commonly referred as Internet of Things
(IoT) devices [13]. Such huge volumes of data, coupled with the speed with
which they are generated, poses new research challenges in collecting, storing
and analyzing them. To efficiently extract useful information and produce
helpful knowledge for science, industry and public services, novel technolo-
gies, architectures and algorithms have been developed to capture and analyze
this data [3].

Existing applications used for processing data from IoT devices are usu-
ally highly centralized and rely on the cloud for all operations related to data
management, such as data collection, integration and analysis. However, fully
relying on the cloud may result ineffective in terms of network traffic manage-
ment, response times and energy consumption, particularly for some critical
applications (e.g., medical and security) where it is essential to implement
low-latency services to avoid serious problems, including fatal accidents [2].
Because of this, researchers and IT companies have proposed in recent years
the adoption of the edge computing paradigm and the use of novel hybrid
edge/cloud solutions for processing data closer to where it is generated. In
this way, edge computing and cloud computing complement each other so
that tasks that require real-time analysis and low response times can be run at
the edge, while big data applications that benefit from data aggregation and
compute-intensive analytics will run in the cloud.

Even in the field of autonomous vehicles, the use of edge/cloud solutions
can prove to be extremely effective in managing the different tasks that are
generated. For example, tasks such as driver assistance, collision avoidance
and traffic sign recognition, which require real-time analysis and low re-
sponse times, can take advantage of edge computing. Differently, tasks such
as diagnostic data collection and analysis, route calculations and targeted
advertising, which require a lot of computing resources and access to large
data sets, can benefit from the use of cloud computing. When working with
advanced machine learning tasks that require real-time analytics with min-
imal latency, edge-to-cloud cooperation turns out to be even more essential
[16].
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Designing and testing large-scale and multi-layer edge/cloud architec-
tures are still open issues. In particular, designing and testing a distributed
and heterogeneous infrastructure, composed of several components using dif-
ferent technologies and software stacks, could be very expensive and hard to
manage [19]. For these reasons, simulation-based approaches are a powerful
and flexible tool for reproducing and testing edge/cloud architectures, by
avoiding the risks, costs and failures associated with extensive field exper-
imentation [4].

In this chapter, we analyze how edge/cloud architectures can be exploited
as an effective solution for managing tasks related to autonomous vehicle
driving. In particular, we defined a hybrid edge/cloud architecture that dis-
tributes the workload between the cloud and the edge nodes in order to op-
timize application performance and manage a large number of autonomous
vehicles. Furthermore, through a simulation-based approach, we also evalu-
ated different design choices for improving the performance of autonomous
vehicles tasks in terms of processing time, network delay, task failure and
computing resource utilization.

The structure of this chapter is as follows. Section 1.2 discusses related
work. Section 1.3 describes the hybrid edge/cloud architecture. Section 1.4
presents a case study and a performance evaluation. Finally, Section 1.5 con-
cludes the chapter.

1.2 Related Work

With the widespread availability of IoT devices, there was a growing demand
for new solutions for extracting useful information from large amounts of
data produced by such devices. These solutions are necessary for big data
analytics in IoT environments in order to process and analyze huge volumes
of structured, unstructured, or semi-structured data. Machine learning algo-
rithms are used to identify patterns, trends, and correlations in data [14, 1], but
it is important to consider that these algorithms are run by devices having lim-
ited resources such as memory, processing, bandwidth, and energy [23]. As a
result, it is essential to strike the correct balance between performance (e.g.,
the accuracy of the machine learning model) and the amount of resources
required for computing.

To analyze and validate these solutions, thorough testing on IoT environ-
ments with an ever-increasing number of devices is necessary. Modeling and
simulation techniques can help in the design and validation of IoT environ-
ments. The primary issues in testing big IoT applications were described by
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Bosmans et al. [6]. The authors, in particular, proposed a novel simulation-
based testing technique capable of facilitating interactions between real-life
and virtual local IoT entities. Instead, D’Angelo et al. [7] presented the main
issues of modeling IoT systems and how to improve scalability using sim-
ulation approaches. Through a performance analysis related to the use of
services in a smart city, the same authors in [8] analyzed the feasibility of
using simulation to construct and compose heterogeneous IoT simulation
scenarios.

In terms of tools and software solutions, different simulators, such as
iFog-Sim [9], EdgeCloudSim [21], IoTSim [24] and FogNetSim++ [17], have
been proposed in recent years to simulate IoT environments [15]. Among
them, EdgeCloudSim results to be well-suited for modeling complex IoT
systems thanks to the support of architectures of different types and sizes.
Moreover, it also supports mobility, which is a typical aspect to be considered
when modeling autonomous vehicles scenarios.

These simulation tools are frequently used in the field of autonomous
vehicles to perform in-depth tests that take into account the features of the
vehicular applications (e.g., upload/download sizes, task description, network
models, and mobility) in order to demonstrate how task offloading schemes
perform in a realistic IoT scenario. For example, Sonmez et al. [21] pro-
posed a two-stage machine learning-based vehicular edge orchestrator, which
considers both task completion success and service time, and used Edge-
CloudSim for a detailed performance evaluation. Hossain et al. [10] proposed
an efficient dynamic task offloading approach based on a non-cooperative
game (NGTO) and assessed its performance on different scenarios via Edge-
CloudSim simulator.

Other research effort is devoted to design architectures and models for
autonomous vehicles. As an example, Ibn-Khedher [11] designed an end-to-
end architecture that enables the allocation of compute-intensive autonomous
driving services to edge computing servers, ensuring reliability and low la-
tency. Sasaki [20] presented an edge/cloud computing model for autonomous
vehicles based on the Autoware software platform.

1.3 System Architecture

Although cloud computing provides highly scalable and dynamically alloca-
ble computing resources, it could have performance issues due to the cen-
tralization of the operations of data collection and processing [12, 18]. Using
a hybrid edge/cloud architecture could address these issues, enabling a dis-
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tributed and efficient management of data produced by IoT devices. Even in
the context of autonomous vehicles these architectures may improve compu-
tation times and scalability, reduce network congestion and task failure rate.
Figure 1.1 shows a three-layer edge/cloud architecture that we propose for
supporting the management of autonomous vehicles.
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Figure 1.1 The three-layer edge/cloud architecture.

The device layer includes the components that are exploited by vehicles to
share information during their movements across different urban cells, which
define a partitioning of an urban area. These vehicles produce a very high
volume of data by using the embedded components (e.g., GPS, infotainment
devices, on-board cameras) and send it to the edge server of the current cell.
This data can be combined with personal data of the users (e.g., preferences
and behaviors) and information about the surrounding environment, so as to
offer advanced, customized and context-aware services.

The edge layer includes different types of hardware (e.g., Arduino, FPGA,
and Raspberry Pi) that make up the infrastructure for gathering the raw data
generated at the device layer. The edge layer processes incoming data as long
as it has sufficient computing and storage resources. When such resources are
no longer sufficient, data is forwarded to the cloud for further processing by
the Edge Orchestrator (EO). In particular, the EO is a component that can
be configured to apply different orchestration policies in order to improve
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the performance of the whole architecture. These policies can take into ac-
count different parameters, such as the level of network congestion, volume
of data to be processed, and workload of edge and cloud. With reference to
the specific case study presented in this chapter, two orchestration policies
have been used, i.e., Network Based (EO-NB) and Utilization Based (EO-
UB), capable of efficiently and effectively managing the data produced by
autonomous vehicles (for more details see Section 1.4).

Finally, the cloud layer represents a large set of computing and storage re-
sources, which can be dynamically allocated, for executing tasks that cannot
be performed on behalf of edge servers. From a client perspective, the cloud
is an abstraction for remote, infinitely scalable provisioning of computation
and storage resources, which has emerged as an effective computing platform
to face the challenge of processing big data repositories in limited time, as
well as to provide efficient data analysis environments to both researchers
and companies [5].

1.4 Performance evaluation

To evaluate the performance of our hybrid edge/cloud architecture for sup-
porting autonomous vehicle driving, we considered three common tasks:

• Collision avoidance, which consists in alerting the driver and/or initiat-
ing an automated emergency braking action to avoid an accident with a
very low-latency response.

• Route calculation, which consists in finding routes from a starting loca-
tion to a given destination.

• Targeted advertising, which consists in providing drivers with the most
appropriate products or services, such as rest stops, hotels, and restau-
rants, based on their personal interests and behaviors. Differently from
the other two tasks, this results to be a latency-tolerant task.

Specifically, we used the EdgeCloudSim simulator, a Java-based, open-
source, and discrete event-based simulator designed for modeling IoT de-
vices, applications, and hybrid edge/cloud architectures. Following the ap-
proach proposed in [22], the tasks are generated through a Poisson distribu-
tion with different active/idle task generation patterns and interarrival times.
A large number of experiments have been carried out using an architecture
composed of a cloud and 20 edge servers, each of which provides services to
the vehicles that are located on a specific cell of an urban area. In particular,
the cloud has been configured as a set of 10 virtual machines (VMs) having



1.4 Performance evaluation 7

2 cores, 8 GB of RAM and 512 GB of storage memory each. Instead, edge
servers have been configured as VMs having 4 cores, 8 GB of RAM and
256 GB of storage memory. In addition, we considered a variable number of
autonomous vehicles, ranging from 100 to 1, 500.

The experiments are used to assess the behavior of the hybrid edge/cloud
solution compared to centralized ones that exploit only cloud or edge re-
sources. Specifically, the three configurations we evaluated are the following:

• Cloud-only: the tasks are performed exclusively on the cloud.
• Edge-only: the tasks are performed directly on the edge.
• Edge/cloud: the tasks are performed locally on edge servers; however, if

the edge servers are unable to complete the tasks (e.g., due to the lack of
resources), the edge orchestrator offloads them to the cloud.

The edge orchestrator was configured to distribute the workload between
the cloud and the edge using two policies, namely EO-UB and EO-NB. Specif-
ically, EO-UB schedules tasks based on the average utilization of edge nodes.
If the average edge utilization is greater than a fixed threshold, the incoming
task is offloaded to the cloud; otherwise it is assigned to a generic edge device.
On the other hand, EO-NB measures the network congestion from the edge
device to the cloud to decide where incoming tasks must be performed.

Table 1.1 reports the main simulation parameters along with their descrip-
tion. The actual values used for configuring the EdgeCloudSim simulator are
listed in Table 1.2. Instead, Table 1.3 reports the parameter values related to
the three tasks described above.

Table 1.1 Description of the main EdgeCloudSim simulation parameters
Parameter Description

Simulation time Duration of the simulation in seconds.
Mobile devices Number of mobile devices used in the simulation scenarios.
Edge servers Number of edge servers.

MIPS for edge server VM Computing processor’s speed of edge servers in terms
of Million Instructions Per Second.

MIPS for cloud VM Computing processor’s speed of cloud in terms
of Million Instructions Per Second.

Poisson interarrival Mean interarrival time between two tasks.
Active period The active period of the task.
Idle period The idle period of the task.
Upload data size Mean input file sizes to upload.
Download data size Mean output file sizes to download.
Task length Mean number of instructions to execute the emerging task.

Figure 1.2 reports the performance of the different configurations as the
number of vehicles increases. Specifically, Figures 1.2(a), 1.2(b), 1.2(c) and
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Table 1.2 EdgeCloudSim simulation parameters

Parameter Value

Simulation time (min.) 36
Mobile devices (i.e., vehicles) 100-1500
Edge servers 20
MIPS for edge server VM 10,000
MIPS for cloud VM 37,500

Table 1.3 Parameter values of the three tasks

Parameter Task

Collision Avoidance Route Calculation Targeted Advertising

Poisson interarrival 5 3 15
Active period 3600 3600 3600

Idle period 1 1 15
Upload data size 40 KB 20 KB 20 KB

Download data size 20 KB 80 KB 20 KB
Task length 10,000 MIPS 3,000 MIPS 20,000 MIPS

1.2(d) report the average processing time, percentage of failed tasks, net-
work delay and VM utilization, respectively. As a general consideration for
evaluating results, low percentage of failed tasks and low network delay are
essential to ensure a high quality of services (e.g., in terms of reliability and
responsiveness). Also reducing VM utilization is a crucial aspect in large-
scale applications, as it enables cost and energy consumption optimization,
as well as handling any unexpected workload spikes.

About the results obtained, the edge-only solution achieved the best re-
sults in terms of network delay, but with high processing times, failure rate
and VM utilization. In fact, the average processing time ranges from 0.86
seconds with 100 vehicles to 1.67 seconds with 1, 500 vehicles, the percent-
age of failed tasks reaches up to 13%, and the VM utilization goes up to 68%.
The cloud-only solution achieved a very low average processing time and VM
utilization, but it drastically increased the percentage of failed tasks (25% for
1, 500 vehicles). Regarding the network usage, data transfer directly to the
cloud caused a significant increase of delay (80% vs edge-only). Instead, the
hybrid edge/cloud solution turned out to provide the best compromise among
all the performance metrics considered. In fact, both orchestration policies
ensured good processing times, low percentages of failed tasks and VM uti-
lization, and limited network delays. However, if the number of vehicles is
high, the EO-UB policy turned out to be the best choice, as it reached lower
processing times and percentage of failed tasks.



1.4 Performance evaluation 9

0 200 400 600 800 1000 1200 1400
Number of vehicles

0.0

0.5

1.0

1.5

2.0

2.5

Av
er

ag
e 

pr
oc

es
sin

g 
tim

e 
(s

)

Cloud-only
Edge-only
EO-UB
EO-NB

(a) Processing time.
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(b) Failed tasks.
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(c) Network delay.
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(d) VM utilization.

Figure 1.2 Performance results of the tasks related to autonomous vehicle driving obtained
for the different simulation scenarios.
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Figure 1.3 Comparison of EO-UB and EO-NB policies about the VM utilization on the edge
and cloud.
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In order to understand how computing resources are exploited by the
hybrid edge/cloud solution with the two orchestration policies, Figure 1.3
shows the percentage of VM utilization for the cloud and edge. As shown,
the two orchestration policies attempt to make the most of the edge layer’s
resources, employing the cloud only when necessary, and as a result are able
to reduce both latency and percentage of failed tasks.

Overall, the presented architecture and orchestration policies outperformed
the conventional cloud- or edge-only approaches, considerably improving
processing times and percentage of failed tasks. Furthermore, they ensure
better management of workload spikes because of a more efficient resource
utilization.

1.5 Conclusions

In recent years, the use of IoT solutions enabled the processing of data closer
to where it is generated, so as to reduce network traffic and task failure rates.
Generally, IoT infrastructures are composed of many heterogeneous com-
ponents that interact with each other to pursue common goals. Designing,
testing and deploying modern IoT infrastructures are going to be a great
challenge in the next few years.

The chapter presented a hybrid edge/cloud solution to efficiently manage
tasks concerning autonomous vehicles driving in a large-scale IoT computing
environment. In particular, two orchestration policies were used for better
balancing the workload between the edge and the cloud. Numerous experi-
ments have been carried out to evaluate the behavior of the proposed solution
compared to the centralized ones that exploit only cloud or edge resources.
The results showed that our solution ensures a good compromise between
processing time, network delay and task failure rate compared to conventional
centralized architectures.
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