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ABSTRACT

Space-aware applications are characterized by an explicit
representation of a spatial environment in which some
entities live and operate by interacting with each other
and with the hosting territory. A relevant space-aware ap-
plication domain is the so-called urban computing, em-
bracing issues like the simulation and implementation of
public transportation systems, traffic management, urban
monitoring and control. The execution of such applica-
tions is often distributed on parallel computing nodes,
which need to cooperate and exchange data among each
other, thus raising synchronization issues. In this paper
we analyze time-related characteristics of the computa-
tional process in a space-aware application in the case
when each node does not need global synchronization
(i.e. synchronization with all other nodes) but requires
only local synchronization (i.e. synchronization with a
subset of neighbor nodes). Performance is evaluated both
analytically and numerically. We provide the analyti-
cal support to an important conclusion: the mean com-
putation time per step remains finite irrespective of the
number of nodes under local synchronization, while un-
der global synchronization it grows unboundedly as the
number of nodes increases. In practical scenarios this
corresponds to significantly better scalability properties
of local synchronization.

INTRODUCTION

The need for parallelizing a computation can be caused
by the necessity to increase the efficiency of a very com-
plex application or can be inherent and related to the
scenario in which the application is defined. The latter
case, on which we focus here, occurs in a large variety
of “space-aware applications” (SAAs), for which data
and computation are inherently distributed and rely on
the explicit representation of a territory, that is, a spatial
environment on which data and objects are defined (see
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Shook et al. (2013)). For example, in an urban environ-
ment, data is generated by the users that move in a city,
and there can be the need for aggregating and processing
the data both at a local level — e.g., at each city neighbor-
hood — and at the a global level, e.g., to derive general
knowledge concerning the whole environment.

In such contexts, it is natural to parallelize the com-
putation on distributed nodes and to perform the parti-
tioning by utilizing the topological properties of the ter-
ritory itself. Specifically, different regions of the territory
can be assigned to different computing nodes which can
process local data in parallel. Geology, biology, hydrol-
ogy, social sciences, logistics and transportation, smart
electrical grids, are significant examples of application
fields strongly related to SAAs (see Cicirelli et al. (2016);
Gong et al. (2013); Tang et al. (2011)). Another one is the
urban-computing field mentioned above, for which data
contains information regarding the mobility of people or
vehicles, air quality, safety issues, water/electricity con-
sumptions, etc., and can be profitably used to improve ur-
ban services and environments (see Zheng et al. (2014);
Blecic et al. (2014)). Two more application fields that
are emerging recently are the “Internet of Things” (IoT)
(see Atzori et al. (2010); Lee and Lee (2015)) and some
new distributed forms of Cloud Computing, sometimes
referred to as Fog Computing or Edge Computing (see
Krishnan et al. (2015); Hu et al. (2017)), where the com-
putation is brought closer to the user’s end and/or where
the data is generated.

In general, space-aware applications are not “embar-
rassingly parallel” (Ekanayake and Fox, 2010), i.e., com-
putation at the single nodes cannot be performed in iso-
lation because parallel tasks need to exchange data dur-
ing computation. This means that the computation per-
formed by different nodes needs to be synchronized (Fu-
jimoto, 2000), i.e., at certain time instants, one node must
wait for the data coming from other nodes before pro-
ceeding to the next piece of computation. In this paper,
for the sake of simplicity, we focus on the very common
case of step-based computation (i.e., the computation is
organized in work units which we call “steps”), and syn-
chronization occurs at the end of each step.

Given the growing interest in space-aware applica-



tions, there is a strong need for methodological ap-
proaches that help assessing the performance of their par-
allel execution. In particular, it is a well-established em-
pirical fact that the methodology adopted for synchro-
nization has a notable impact on the performance. With
the widely adopted all-to—all synchronization approach,
henceforth also referred to as global, a computation step
can be executed only as soon as all the nodes have com-
pleted the previous step. However, in many contexts this
requirement can be relaxed, and a node can proceed to
the next step after synchronizing with a limited number
of nodes, e.g., those which are assigned to adjacent por-
tions of the territory in a urban computing scenario. This
type of synchronization is henceforth referred to as local
synchronization.

One example of an application that can profitably
adopt local synchronization is the computation of fre-
quent mobility patterns (Yuan et al., 2013), i.e., the most
common routes that are followed by vehicles, as these
patterns can be extracted by concatenating the local pat-
terns discovered in different city districts (Harri et al.,
2009). The opportunity emerges of synchronizing the
computation only among a limited number of parallel
nodes, without the need for a central coordinator node.
The computation at one node can proceed after being no-
tified about the patterns discovered in neighbor nodes,
and can then concatenate these patterns, thus allowing
mobility patterns to be available much more rapidly than
in the scenario where the computation is synchronized
globally and data is delivered to a central node. The pat-
terns regarding the whole territory are achieved by pro-
gressively extending the area covered by local patterns.

In Mastroianni et al. (2017) it was shown that local
synchronization performs better than global synchroniza-
tion in terms of computation efficiency. However, there
is the need for building a theoretical foundation that is
able to accurately predict the performance, and also to
analyze the scalability properties. The scalability issue
arises when the number of parallel nodes increases, ei-
ther because the analyzed territory is extended (for ex-
ample, the city area for the mobility pattern application
mentioned before) or because the same area is divided
into a larger number of regions in order to improve the
accuracy of the computation. An analytical study is es-
sential to tackle important engineering issues, such us:
what is the number of parallel nodes needed to execute
the computation in a given time interval? what is the im-
pact of synchronization degree, i.e., the number of nodes
with which a single node must synchronize?

In this paper, we provide an analytical representation
of the model and its key ingredients: the overall execu-
tion time and the time to perform a single step when the
synchronization overhead is taken into account. In partic-
ular, we prove that in the general case, the average time
to perform a computation step on each node converges
under local synchronization, i.e., it is bounded when the
number of nodes increases, while under global synchro-
nization it grows unboundedly. Therefore, the adoption

of local synchronization is of utmost importance when
the computational load or the involved scenario requires
the use of a large number of nodes.

The paper is organized as follows. The next section de-
scribes the local synchronization model and provides an
analytical formulation for the execution time. Then we
assess the performance of local and global synchroniza-
tion: at first analytically by using the extreme value the-
ory and the max-plus algebra, then numerically by simu-
lation. In conclusion, we summarize the work and indi-
cate some interesting research avenues for future work.

LOCAL SYNCHRONIZATION MODEL

A natural way to optimize the execution of algorithms
working on spatial data is to partition the territory and use
this partitioning to decompose and parallelize the compu-
tation. The idea is to individuate a number of regions of
the territory, and assign each region, along with the con-
tained entities, to a computing node that will be in charge
of performing the computation pertaining to that portion
of the territory. Partitioning favors system scalability in
that as the size of the territory increases, more computing
nodes can be used to speed up the execution. A territory
can be partitioned through either a one-dimensional or a
bidimensional schema, as shown in Figure 1.

Let us denote by N the number of nodes, by /;(k) the
time needed by node i, 1 < i < N, to execute the local
computation at the step k, and by T;(k) the time elapsed
from the beginning of the computation at node i (i.e., start
of the step 1) until the end of the step k.

It is important to define how the computing nodes syn-
chronize with each other. In many parallel/distributed
systems, as reported in the current literature, synchro-
nization is global or, in other words, all-to—-all, i.e., it
is performed by constraining each node to start the exe-
cution for a given step only when all the nodes have fin-
ished their execution of the step before. The left part of
Figure 2 shows an example of the dynamics of a system
composed of seven nodes, for two consecutive steps. It
is seen in the figure that, at each step, all the nodes must
wait for the slowest one before advancing to the next step.
In the figure, node 5 is the slowest node at step 1 while
node 3 is the slowest at step 2.

For many SAAs scenarios, global synchronizations is
not required. Indeed, as mentioned in the introduction
section, it can be that a node needs to communicate and
synchronize only with a set of neighbor nodes. Fig-
ure 3 shows the loop executed by each computing node,
at each step, when adopting such local synchronization.
The loop includes three phases. First, the node executes
the local computation, i.e., the computation related to the
specific region for the current step. Afterwards, the node
sends data to its neighbor nodes. Finally, the node waits
for the analogous data coming from its neighbors, i.e.,
the nodes managing the neighbor regions.

Resuming the execution advancement shown in the left
part of Figure 2, corresponding to the case of global syn-
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Figure 1: A territory partitioned into regions which are associated with parallel computing nodes. Two alternative types
of partitioning are shown, one-dimensional and bidimensional.
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Figure 2: Dynamics of seven nodes for two steps using global synchronization (left) and local synchronization (right).
The solid vertical lines represent the execution times, the dashed vertical lines are the waiting times and the horizontal

dashed lines represent the synchronization points.
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Figure 3: Execution loop under local synchronization.

chronization, we take the same local computation times,
l;(k), and in the right part of Figure 2 we show the corre-
sponding execution advancement when adopting the lo-
cal synchronization. It can be seen that the times T;(k)
tend to be shorter when compared to the case of global
synchronization.

Under local synchronization, 7;(k) are determined
from the following recursive formula:

Ti(k + 1) = max (T;(k), Ti—1(k), Tis1 (k) +
+ Li(k+1), 1<i<N, (1)

where To(k) = Ty41(k) = 0.

In (1) we have implicitly assumed that the time for
transmitting the data between the neighbor nodes is neg-
ligible. Let ¢; j(k) be the communication time needed for
transmitting the data from the node i to the node j at the
end of step k. When the communication time is not neg-
ligible, the recursive formula (1) is transformed to:

Ti(k + 1) = max (T;(k), Ti—1 (k) + ci—1,i(k),
Tiv1(k) + civ1;(0) + Lik+1), 1 <i<N. (2)

In the case of bidimensional partitioning, using a grid
with R rows and C column, and N = R - C, let us call
irc the node located in row r, 1 < r < R, and column c,
1 < ¢ < C. For example, in the right part of Figure 1,
i;,1 is Node 1 and i, ; is Node 2. Accordingly, /,..(k) and
T,.(k) are, respectively, the local computation time and
the time elapsed from the beginning of the computation
to the end of the step k at the node i,., while ¢, (k)
is the time for transmitting data from the node i, to the
node i, at the end of step k. In the bidimensional case,
T, (k) are computed from the recursion:

T, c(k+ 1) = max(Ty.c(k), Tr—1,c-1(k) + Cr-1,c-1,r.c(k),
Tr-1,0) + crot,ene(k), Tr1,c41(K) + Crmte11,r0(K),
Treo1(k) + Cre—1,nc(0), Tres1(K) + Crert re(k),
Tri1c-1(0) + crite-1,nc(K)s Trr1,c(k) + Crytene(K),
Tri1,c41(k) + Cretevtne(R) + Lol + 1)
l<r<R 1<c<C, (3)

where To (k) = Try1,0(k) = Tr9(k) = Ty c41(k) = 0.



Despite the relative simplicity of the systems of equa-
tions (2) and (3), which govern the behavior of the syn-
chronization model, it turns out to be very hard to come
up with the analytic analysis of its performance charac-
teristics. In the next section we dwell on only one aspect
of this problem: analysis of the mean computation time
per step.

PERFORMANCE OF GLOBAL AND LOCAL SYN-
CHRONIZATION

In what follows we give the analytic support to the fol-
lowing conclusion: global synchronization leads to un-
bounded mean computation time per step as the num-
ber of nodes increases, whereas the local synchroniza-
tion guarantees that the mean computation time per step
remains finite irrespective of the number of nodes.

In what follows, for the sake of ease of exposition, we
dwell on the simple case of the model: one-dimensional
partitioning and negligible communication times. In ad-
dition, we assume that the computation times /;(k) de-
pend only on the nodes but do not depend on the step
number and that [;(k) = [;, 1 < i < N, are i.i.d. random
variables. In the case of global synchronization we have

Tik+1) = (k+ 1)max(l,...,ly), k>0, “)

and in the case of local synchronization we have (1),
which is readily reduced to

Ti(k + 1) = max(T;(k), T;_1 (k), Ti1(k)+
+0,k>0,1<i<N. (5

Note that the random sequence {f(k) /k, k > 1}, where
(T() = (Ty(k),...Ty(k))} and T;(k) are defined by (1)
(and, of course, (4)), falls into the framework of stochas-
tic equations as described in Borovkov (1979). Using the
results from Borovkov (1979) it can be shown that when
N is finite and {Rk) = (lik),...,Ink)), k = 1} are in-
dependent, the sequence {f(k) /k, k > 1} is ergodic and
stable.

Analysis of global synchronization

Let us start with the analysis of (4). The conclusion about
the behavior of the global synchronization case follows
from the well-known results for the order statistics and
extreme value theory (see, for example, David and Na-
garaja (2003); Ang and Tang (1984); Madala and Sinclair
(1991)). If the positive random variable /; has any con-
tinuous distribution with the support! on a semi-infinite
interval, then as the number of nodes N grows, the mean
computation time per step limy_, %E(Ti(k)) grows as
well and in the limit as N — oo we have that

klim %E(Ti(k)) = E(max(/y,...,1ly)) — oo.

'In the case that /; are independent (not necessarily identically
distributed) random variables with a continuous distribution hav-
ing support on a bounded interval, the mean computation time
limg_,o E(T;(k))/k is always a constant, irrespective of the number of
nodes N.

For example, if /; are i.i.d random variables distributed
exponentially with mean g, then for sufficiently large N
we have? limy_,o %E(Ti(k)) ~u(nN + 0.5772).

Such nice expressions for extreme values are not avail-
able for all distributions. Yet for quite a large class of dis-
tributions (those having pure-exponential and non-pure
exponential tails like gamma distribution) the general ex-
pressions for limy_e 1 E(T;(k)) can be found in Whitt
et al. (2007).

So in the case of global synchronization, if the com-
putation times are random with unbounded support, then
as the number of nodes N increases, on average, we wait
longer and longer in order to make the next computa-
tion step. The computation of the cumulative distribution
function (c.d.f.) of %E(T,-(k)) is straightforward when /;
are i.i.d. It should also be noticed that deeper insight
into the global synchronization can be gained by look-
ing at the relation between the global synchronization
model and the two types of queueing models: split-merge
queues3 (see, for example, Altiok and Perros (1986)) and
faucet queues as described in Lebedev (2003, 2004).

Analysis of local synchronization

Once we give up the global synchronization and allow
the node to proceed to the next computation step once a
finite number of neighbors finish their computations, the
conclusion is changed: the mean computation time per
step limy_,o %E(T i(k)) becomes finite irrespective of the
number of nodes N. In the following we consider the
case of synchronization with two neighbors*, which is
described by (5).

The model (5) falls into the general framework of dis-
crete event dynamic systems and it is convenient to de-
scribe its evolution in terms of the max-plus algebra (Hei-
dergott et al., 2006). As soon as it is done, one can use
the well-known results of the max-plus theory to study
the values of limy_,. 1 E(Ti(k)).

Define the following “(max,+)” notations:

Vx,y,e RU{—00}, x®y = max(x,y), x®y =x+y.

IA

Define also the N x N matrix T(k) = [T(k)];;, 1
i,j < N. With this notation, remembering that f(k)
(Ty(k),...Ty(k)), equation (5) can be rewritten as

TTh+1) =Tk T k), k>0, (6)

where -7 stands for transpose, the matrix-vector product
is defined by [T(k)@fT(k)], = maxlSjSN([T(k)],-j+Tj(k))

21t is well-known that the right part is the approximation of the ex-
pected maximum of NV i.i.d. random variables with exponential distribu-
tion equal to u Zﬁl i1, with Zfil i~! being the N** harmonic number.

3The sojourn time of the k" customer in a split-merge queue in the
light-traffic regime is equal to %E(T,»(k)).

4But the analysis and conclusions remain valid also in the case of
more than two neighbours and in the case of (at least simple) bidimen-
sional partitioning.



and the matrix T(k) is defined by

I8 i, —o0 —oc0 ... —0c0 —00

L 15 lh —o0 ... —00 -0

-0 I3 I3 Iz ... -0 =—00

Ty =|~° - n ly ... —oc0 -0
—00 —00 —o00 —oo ... Iy_1 Iy_1

—00 —00 —00 —00 ... Iy Iy

Here the initial condition 7'7(0) is simply the column-
vector of zeros. Now we can make use of the well-
known asymptotic results from the max-plus theory (see,
for example, Baccelli and Konstantopoulos (1992)). The
matrix T(k) has at least one finite entry on each row,
which is the necessary and sufficient condition for 7 ;(k)
to be finite. From (Baccelli and Konstantopoulos, 1992,
Lemma 6.1) we find® that there exists y > 0 such that
limyeo tE(Ti(k)) = ¥, 1 < i < N. In the case when [;
are stochastically bounded by a single variable (say L),
having moment generating function (say L(s)), the upper
bound for the value of y is (see (Baccelli and Konstan-
topoulos, 1992, Proposition 6.2)):

v < inf{x > E(L) such that M(x) > In 3}, @)

where M(x) = supyep(6x —In L(0)) and E(L) = L’(0).

What this result tells us is that in the case of local
synchronization the mean computation time remains fi-
nite for any number of nodes N. We could also proceed
with the establishing of the upper bound in (7) right from
(5) without resorting to the results of the max-plus alge-
bra. Indeed, assuming, as above, that all /; are stochas-
tically bounded by L with the moment generating func-
tion L(s), we can apply stochastic ordering techniques
to find the following upper bound for limy_,c %E(T,-(k)):
(In3 + In L(s))/s, where s is the solution to the equation
L(s) =3.

The exact computation of y in the considered model is
difficult and we are unaware of any well-established pro-
cedure (either in max-plus world or conventional proba-
bility theory) to perform such computation. On the con-
trast to the global synchronization model, where the ex-
act value of vy can be easily written out, the main problem
in the local synchronization is the inter-dependence be-
tween the values of T;(k) and T';(k), i # j. If we drop this
dependence by assuming that {7;(k), 1 < i < N} are inde-
pendent for each k, the computations of the c.d.f. of T;(k)
are possible but they may lead to highly underestimated
or overestimated values of y. If we keep the dependence
structure, then at each step k we have to perform the com-
putations of the N-dimensional c.d.f. of the vector f(k),
which already for small values of k and N become infea-
sible. At last, we note that the structure of (5) suggests
that for the construction of the N-dimensional c.d.f. it is

SBaccelli and Konstantopoulos (1992) gives even stronger results of
convergence of limg—« %(T,-(k)) to the same y with probability 1.

appealing to apply the dependence trees technique (see
Chow and Liu (1968)), which takes into account order
dependence relationships between the random variables.

Numerical results

In the following we report some numerical results
both for global and local synchronizations under:
one-dimensional partitioning, negligible communication
times and i.i.d. computation times /;. We have used Mat-
lab to simulate the computational behavior modeled by
(4) and (5) with different number of nodes N. We have
also considered the extended local synchronization sce-
nario in which a node synchronizes with more than two
neighbors (the number of neighbors with which a node
synchronizes on each of the two sides (left and right) is
referred to as N;,). For I; we have considered® exponen-
tial and hyper-gamma distributions. The performance is
assessed by computing’ the mean computation time per
step Tyrep = limyoo E(T3(K)).

First, we consider the case in which /; has an expo-
nential distribution with the mean equal to 6.185, for a
fair comparison with the hyper-gamma distribution dis-
cussed later. Figure 4 shows the values of Ty, versus
the number of nodes N in the case of global and local
synchronization with different values of N,. The figure
also reports the theoretical value for the case of global
synchronization, which corresponds to the N harmonic
number. The experimental values are consistent with the
theoretical bounds discussed in the previous section, and
it can be seen that the use of local synchronization al-
lows T, to be notably reduced with respect to global
synchronization, even when the number of neighbors N,
increases. In Figure 5 we focus on the “exponential” sce-
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Figure 4: Values of T, as function of N under global

and local synchronizations with different values of N,.

The local computation times have exponential distribu-

tion with mean 6.185.

nario with N,=1 and report the bound obtained with the

%Qur choice is motivated by (Lublin and Feitelson, 2003), where
hyper-gamma distribution is shown to be well-suited workload model
in parallel computing systems.

TIn order to compute each time the steady state value of Ty, we
used a single simulation run with & = 10000 and the batch-means
method.
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shows the bound obtained with max-plus algebra and the

numerical value with N=1000.

max-plus algebra. We also show the value for N = 1000
nodes. From the figure it can be seen that the exact nu-
merical bound is already reached when the number of
nodes is 100.

Figure 6 shows the results that are analogous to those
of Figure 4, this time assuming that the local computation
times have hyper-gamma distribution with the pdf

1

zxafz—l x—ﬁzx’
1"(02)'8(21

1 @) a—1, —f
-y a x+ 1—
p(x) pF(al)’Bl XX+ (1=p)
and the parameters p, ;, §; taken from (Lublin and Feit-
elson, 2003, Table 2):

p=055a =60 =151,a, = 68.5,5 = 7.692.

It is seen that the advantage of local synchronization is
larger with the exponential distribution due to its larger
variance. This is a general result that we have also found
in other experiments not shown here.

20
local synch Ny=1 —=—
local synch Ny=2 —e—
local synch Ny=3 —e—
15 global synch -3¢
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Figure 6: Values of T, as function of N under global

and local synchronizations with different values of N.

The local computation times have hyper-gamma distri-

bution, with mean equal to 6.185 and variance equal to

8.011.

CONCLUSION

In this paper two different synchronization strategies are
being compared, namely local and global, for the exe-
cution of distributed space-aware applications. We have
provided an analytical support, based on the max-plus
theory, to conclusions about the finiteness of the com-
putation time per step under local synchronization in
general, and its unboundedness (for infinite number of
nodes) under global synchronization. In practical scenar-
ios, this corresponds to a much better scalability behav-
ior of local synchronization, as confirmed by numerical
experiments. We deem that this result can be profitably
considered when designing a real computational infras-
tructure, for example for the support of urban comput-
ing applications. The problem of exact computation of
moments of computation time per step in the asymptotic
case is still open and requires further study. Also, the
benefits deriving from local synchronization need to be
better assessed in cases when communication times are
not negligible and the computation load is not equally
partitioned among the nodes and/or varies with time.
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