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Abstract. A Grid information system should rely upon two basic features: the replication and dissemination of information about Grid services and resources, and an intelligent distribution of such information among Grid hosts. This paper examines an approach based on ant-based systems to replicate and map Grid services information on Grid hosts according to a given semantic classification of such services. Information is disseminated by agents (ants), which traverse the Grid by exploiting the P2P interconnections among Grid hosts. An entropy index is used to evaluate the performance of the proposed Ant-based Replication and MAppling protocol (ARMAP), and control the dissemination of resource information. This approach enables the use of a semi-informed search algorithm which can drive query messages towards a cluster of peers having information about resources belonging to the requested class. A simulation analysis has been performed to evaluate the performance of the ARMAP protocol.
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Introduction

The information system of a Grid framework provides resource discovery and browsing services which are invoked by Grid clients when they need to use hardware or software resources matching given criteria and characteristics. In currently deployed Grid systems, e.g. in the Web Services Resource Framework (WSRF) [20]), the information system is handled through a centralized or hierarchical approach. Nowadays the Grid community agrees that in large and highly heterogeneous Grids it is more efficient to devise scalable Grid information services based on a peer-to-peer (P2P) approach [9, 17].

In this paper, it is assumed that the resources offered by a service-oriented Grid are Grid services which are deployed and published by Grid Virtual Organizations; for example, within the WSRF framework, published Grid services are Web services having enriched functionalities such as state management. Furthermore, it is assumed that such Grid services can be semantically classified according to their features: a class of resources is defined as a set of Grid services matching specified properties. Generally, a query is not generally issued to search a single resource, but to collect...
information about resources belonging to a given class [4, 12]. After receiving a number of responses, a user or client can choose the resource which is more appropriate for their purposes.

This paper proposes a novel approach for the construction and management of a Grid information system which allows for an efficient search of resources. It is assumed that an underlying P2P infrastructure interconnects Grid nodes and can be used to explore the Grid. The proposed approach exploits the features of (i) epidemic mechanisms tailored to the dissemination of information in distributed systems [13] and (ii) self-adaptive systems in which some sort of “swarm intelligence” emerges from the behavior of a high number of agents which interact with the environment [3].

The rationale of using a replication approach is the following: even if a Grid service is provided by a particular Grid host, a number of information documents describing this service should be distributed on the Grid in order to facilitate discovery operations. An information document can be composed of a description of the service (i.e., a set of parameter/value pairs which specify the main characteristics of the service) and an URL reference to the WSDL interface of the service. For the sake of simplicity, in the following an information document describing a Grid service or resource will be referred to as a Grid resource or simply as a resource.

This paper proposes to disseminate information in a controlled way, with the purpose of maximizing the benefit of the replication mechanism and facilitate the discovery operations. Replicas are spatially sorted (or “mapped”) on the Grid so that resources belonging to the same class are placed in nearby Grid hosts. The mapping of resources is managed through a multi-agent approach, based on the model that was introduced in [6] to emulate the behavior of ants which cluster and map items within their environment. This paper proposes a variant of that model, in which items (in our case the Grid resources) are both replicated and mapped. A number of agents traverse the Grid via the underlying P2P interconnections and copy or move resources from one host to another, by means of pick and drop random functions. In particular, each agent is tailored to pick resources of a given class from a region in which such resources are scarcely present, and drop them in a region where they are already being accumulated.

An entropy function is defined for two main purposes: (i) to evaluate the effectiveness of the replication and mapping protocol for different values of network and protocol parameters; (ii) to choose the modality of mapping, between the copy modality and the move modality. In a first phase, the copy modality is used to generate an adequate number of resource replicas on the network. With this modality, when executing a pick operation, an agent does not remove resources from the current host: it generates a copy of the resources belonging to a given class, and takes such resources until it will leave them in another host. However, the copy modality cannot be maintained for a long time, since eventually every host would have a huge number of resources, thus weakening the efficacy of resource mapping. Accordingly, after a proper interval of time, the protocol should switch to the move modality: when an agent picks some resources, they are actually removed from the current host, thus preventing an excessive proliferation of replicas.

A semi-informed discovery protocol can efficiently exploit this form of resource mapping: if a number of resources of the same class are accumulated in a restricted region of Grid hosts, queries for such resources can be driven towards that region, in order to maximize the number of useful responses. A discovery operation can be performed in two phases. In the first phase, a query is forwarded through a blind mechanism. In the second phase, whenever a query gets close enough to a Grid region
specialized in the needed class of resources, the search becomes informed: the query is driven towards the specialized Grid region and will easily discover a high number of useful resources.

This paper shows that the proposed protocol, namely the ARMAP protocol (Ant-based Replication and MApping Protocol), can be effectively used to build a Grid information system in which resources are properly replicated while keeping the overall entropy and the network load as low as possible.

The remainder of the paper is organized as follows. Section 1 introduces the ARMAP protocol, and discusses the random functions that drive the behaviour of mobile agents. Section 2 analyzes the performance of the proposed protocol by means of an event-driven simulation framework built upon the Swarm simulation environment [15]. Section 3 discusses related work and compares our approach to other ones proposed in the last years. Section 4 concludes the paper.

1 A Multi-Agent Protocol for Mapping Resources on the Grid

In this section the ARMAP protocol is defined and discussed. The aim of this protocol is to disseminate Grid resources and spatially map them on the Grid according to their semantic classification, in order to gather a consistent number of resources of the same class in a restricted region of the Grid. It is assumed that the resources have been previously classified into a number of classes $N_c$, according to their semantics and functionalities (see [4] and [12]).

The ARMAP protocol exploits the random movements and operations of a number of mobile agents that travel the Grid using the P2P interconnections. This approach is inspired by ant-based systems [3, 5, 6], in which swarm intelligence emerges from the collective behaviour of very simple mobile agents (ants), and a complex overall objective is achieved.

In ARMAP, each mobile agent can pick a number of resources on a Grid host, carry such resources while moving form host to host, and deposit them on another Grid host. Initially, it is assumed that each agent is “class-specific”, i.e. it manages the resources of only one class. This assumption will be released later. The basic features of the ARMAP protocol (agent movements and pick and drop operations) are described in Section 1.1. Section 1.2 introduces the spatial entropy function used to evaluate the effectiveness of ARMAP and discusses a decentralized approach, based on ants’ pheromone, that is used by a single agent to evaluate the correct time at which it should switch the protocol modality from copy to move. Section 1.3 discusses the role of the ARMAP protocol in the design of a Grid information system.

1.1 ARMAP basic operations

Agent Movement

Each agent travels over the Grid through the P2P interconnections among Grid hosts. For the sake of simplicity, the ARMAP protocol has been analyzed in a P2P network in which peers are arranged in a grid-like topology, as in the Swarm simulator [15]: each peer is connected to 8 neighbour peers, including horizontal, vertical and diagonal neighbours. At random times, each agent makes a random number of hops
along the P2P network (the maximum number of hops $H_{\text{max}}$ is a protocol parameter), executes the agent’s algorithm specified by the ARMAP protocol, and possibly performs a pick or drop operation.

**Pick operation**

Once an agent specialized in a class $C_i$ gets to a Grid host, if it is currently unloaded (i.e. it is not taking resources of class $C_i$), it must decide whether or not to pick the resources of class $C_i$ that are managed by the current host. The probability of picking the resources of class $C_i$ is defined through a pick random function; to favor the spatial mapping of resources, such probability must be inversely proportional to the number of resources of class $C_i$ that are currently located in the local region of the Grid.

More precisely, the $P_{\text{pick}}$ random function, defined in formula (1), is the product of two factors, which take into account, respectively, the relative accumulation of resources of a given class (with respect to the other classes), and their absolute accumulation (with respect to the initial number of resources of that class).

\[
(1) \quad P_{\text{pick}} = \frac{k_1}{k_1 + f_r} \frac{(f_a)^2}{k_2 + (f_a)^2}
\]

The $f_r$ fraction can assume values comprised between 0 and 1 and is computed as the number of resources of class $C_i$ accumulated in the peers located in the visibility region divided by the overall number of resources (of all classes) that are accumulated in the same region. The visibility region includes all the peers that are reachable from the current peer with a given number of hops (i.e. the peers located within the visibility radius). Here it is assumed that the visibility radius is 1, so that the visibility region is composed of 9 hosts, the current one included.

The $f_a$ fraction, which also can assume values comprised between 0 and 1, is computed as the number of resources of class $C_i$ that are owned by the hosts located in the visibility region (i.e. resources that are directly published by such hosts) divided by the number of resources of the same class that are currently maintained by such hosts (i.e. including resources, published by other hosts, that have been previously deposited within the visibility region by mobile agents). Note that $P_{\text{pick}}$ is directly proportional to the fraction $f_a$, which in turns is inversely proportional to the extent to which the hosts within the visibility region have accumulated resources of class $C_i$ so far. $k_1$ and $k_2$ are threshold constants which are both set to 0.1.

If the ARMAP protocol works in the copy modality, when an agent picks some resources of class $C_i$, it leaves a copy of them in the current host; otherwise, if the move modality is assumed, such resources are removed from the current host. In the latter case, the current host will only maintain the resources of class $C_i$ that it directly owns, but it loses all the information about the resources of that class that are owned by other hosts.

Note that the ARMAP protocol assumes that each host is informed about the resources that are maintained by the hosts located within the visibility region. This assumption is not restrictive, since it is only required that a host periodically sends to the adjacent hosts a message containing information about the resources that it is currently maintaining. A soft state mechanism can be used to manage the possible
disconnection of neighbors: if information about the resources maintained by a neighbor host is not refreshed after a proper amount of time, it must be deleted.

Drop operation

Whenever an agent specialized in a class \( C_i \) gets to a new Grid host, it must decide whether or not to drop the resources of class \( C_i \), in the case that it is carrying any of them. As opposed to the pick operation, the dropping probability should be directly proportional to the relative and absolute accumulation of resources of class \( C_i \) in the visibility region. The \( P_{\text{drop}} \) function is shown below.

\[
(2) \quad P_{\text{drop}} = \left( \frac{f_r}{k_3 + f_r} \right)^2 \left( \frac{k_4}{k_4 + (f_a)^2} \right)^2
\]

In (2), the threshold constants \( k_3 \) and \( k_4 \) are set to 0.3 and 0.1, respectively.

A first set of experiments (not reported here) was performed to evaluate the impact of the threshold constants on ARMAP performance and to choose a proper set of values for such parameters. However, this setting is not very critical, since it was noted that a different set of values can only affect the rapidity of the mapping procedure, but has no remarkable effect on the qualitative behavior of ARMAP.

A high-level description of the ARMAP algorithm executed by each agent is given in Fig. 1: the different behaviour of an agent with the copy and move modalities can be noted.

```plaintext
// Na = number of agents: each one is specialized in a class of resources
// Hmax = max number of P2P hops that an agent can perform between two successive operations
// mod = ARMAP modality (copy or move)
For each agent a (specialized in class \( C_i \)) do forever {
    Compute integer number \( h \) between 1 and \( Hmax \);
    a makes \( h \) P2P hops;
    if (a is unloaded) {
        compute \( P_{\text{pick}} \);
        draw random real number \( r \) between 0 and 1;
        if (\( r \leq P_{\text{pick}} \)) then {
            pick resources of class \( C_i \) from current host;
            if (mod == move)
                remove resources of class \( C_i \) from current host;
        }
    } else {
        compute \( P_{\text{drop}} \);
        draw random real number \( r \) between 0 and 1;
        if (\( r \leq P_{\text{drop}} \)) then
            drop resources of class \( C_i \) into current host;
    }
}
```

**Fig. 1.** High-level description of the ARMAP algorithm
To tune the number of agents $N_a$, it is supposed that each peer, at the time it joins the Grid, generates an agent with a given probability $P_{gen}$. For example, $P_{gen}$ is set to 0.5 if it is wanted $N_a$ to be approximately equal to half the number of peers ($N_p/2$).

So far, only class-specific agents were considered: with this assumption, each peer casually selects the class of resources in which the generated agent will be specialized. However, to improve performance, it is also possible to generate generic agents, which are able to pick and drop resources belonging to all the resource classes or a subset of them. In such a case, the algorithm shown in Fig.1 is slightly modified: the agent computes the pick and drop random functions separately for each class it can manage. This way an agent may pick the resources of class $C_i$ from a Grid host, and drop the resources of another class $C_j$ into the same host. The performance increase obtained by using generic agents will be shown in Section 2.2.

### 1.2 Entropy function and pheromone mechanism

An entropy function is defined to evaluate the effectiveness of the ARMAP protocol. For each peer $p$, the entropy $E_p$ gives an estimation of the extent to which the visibility region centred in $p$ has accumulated resources belonging to one class, thus giving a contribute in the sorting process. As shown in formula (3), the overall spatial entropy $E$ is defined as the average of the entropy values $E_p$ computed at all Grid hosts. In (3), $fr(i)$ is the fraction $fr$, as defined in Section 1.1, evaluated for the class of resources $C_i$. Note that $E_p$ has been normalized, so that its value is comprised between 0 and 1.

\[
E_p = \sum_{i=1}^{N_c} \frac{fr(i) \cdot \log_2 \frac{1}{fr(i)}}{\log_2 N_c}, \quad E = \frac{\sum_{p \in Grid} E_p}{N_p}
\]

Simulation runs were executed to evaluate the correct time at which the modality switch (from copy to move) should be performed in order to minimize the entropy function. The assumption here is that each agent knows the value of the entropy function at every instant of time. Results are given in Section 2.

However, in the real world an agent has only a local view of the environment and cannot determine its behaviour on the basis of global system parameters such as the overall system entropy. Therefore, a method is introduced with the purpose of enabling a single agent to perform the modality switch only on the basis of local information. Such a method is based on the observation that an increase of the overall entropy value corresponds to a significant decrease of the mean level of activity of agents, i.e. of the frequency of pick and drop operations that are performed by agents. Indeed a low agent activity is a clue that a high degree of spatial sorting among resources has already been achieved.

Accordingly, a single agent can evaluate its own level of activity by using a pheromone mechanism, as suggested in [7]. In particular, at given time intervals, each agent counts up the number of successful and unsuccessful pick and drop operations (a pick or drop operation attempt is considered successful when the operation actually takes place – i.e. when the random number extracted is lower than the operation probability function, see Fig.1). At the end of each time interval, the agent makes a deposit into its pheromone base, by adding a pheromone amount equal to the fraction
of unsuccessful operations with respect to the total number of operation attempts. An evaporation mechanism is also used to give a higher weight to the recent behaviour of the agent.

The pheromone level at the end of the i-th time interval, $\Phi_i$, is computed with formula (4).

$$\Phi_i = E \cdot \Phi_{i-1} + \phi_i$$

The evaporation rate $E$ is set to 0.9, and $\phi_i$ is the fraction of unsuccessful operations performed in the last time interval. As soon as the pheromone level exceeds a given threshold $T_f$, the agent can conclude that the frequency of pick and drop operations has remarkably reduced, and switches its protocol modality from copy to move. The value of $T_f$ is set by observing the global system behaviour, as explained in Section 2.2. Note that the choice of updating the pheromone level every time interval, instead of every single operation, has been made to fuse multiple observations into a single variable, so giving a higher strength to agents’ decisions. The length of the time interval must be long enough to collect a significant number of observations and short enough to give the right weight to pheromone evaporation; a value of 2000 sec was found to be a good compromise.

### 1.3 Role of the ARMAP protocol for the design of P2P information systems in Grids

The ARMAP protocol can be a significant step towards the design and construction of a P2P-based information system in a Grid environment. However, to better understand its role, it is necessary to discuss how ARMAP can be related to the overall information system design process, which could be composed of the following three components:

1. classification or clustering of Grid resources;
2. replication and mapping of resources with the ARMAP protocol;
3. discovery service.

The first component allows users to identify the features and functionalities of the resources they need (i.e. a particular resource class). Classification of resources can be performed with different techniques, as discussed in the Section 3.

The ARMAP protocol assumes that resources have already been classified.

The third component, the discovery service, assumes that the resources have been re-organized through the ARMAP protocol, or at least that ARMAP is working while discovery requests are being forwarded. The use of ARMAP permits to handle resource discovery by combining the flexible and scalable features of a blind approach with the efficiency and fastness of an informed approach. A possible discovery protocol that takes full advantage of the ARMAP work is briefly described in the following. A query message first travels the Grid network with a blind/random mechanism; however, the search procedure is turned into an informed one as soon as the query approaches a low-entropy region, i.e. a region which has gathered resources belonging to one particular class. In each low-entropy region a peer - for example the peer that collects the maximum number of resources belonging to the class in which such a region is specialized - is elected as a representative peer. It is possible to devise a procedure that allows representative peers to exchange information with each other and allows for the construction of an overlay network connecting representative peers. This way, a query can be routed towards the nearest representative peer, regardless of the class of
resources in which it is specialized. Then, this representative peer could re-route the query to another representative peer which is specialized in the class of resources under interest, or simply send an informative message to the requesting peer. When a query finally gets to the proper representative peer, it will easily find a high number of useful results.

This paper is focused on the performance of the ARMAP protocol; the resource discovery protocol described above will be evaluated in future work.

2 Simulation Analysis

In this section we introduce and discuss the parameters and performance indices used to evaluate the ARMAP protocol, than we report and discuss some relevant simulation results which demonstrate the protocol effectiveness in a Grid environment.

2.1 Simulation Parameters and Performance Indices

Simulation runs were performed on a square toroidal grid of peers, by exploiting the software architecture and the visual facilities offered by the Swarm environment [15]. When an agent moves to a destination peer, it performs the algorithm shown in Fig. 1, possibly picks and/or drops a number of resources, and finally moves to another peer. Table 1 and Table 2 report, respectively, the simulation parameters and the performance indices used in our analysis. The number of peers $N_\text{p}$ (or Grid size) was varied from 225 (a 15x15 grid) to 10000 (a 100x100 grid). Each peer generates one or more agents with a given probability: by modulating this probability, the overall number of agents $N_\text{a}$ was varied from $N_\text{p}/4$ to $2N_\text{p}$. Both class-specific and generic agents were considered in the simulations.

The number of resources (Grid services) owned and provided by a single peer is determined through a gamma stochastic function having an average value equal to 15 (see [9]). Grid resources are assumed to be classified in a number of classes varying from 3 to 7; the class to which each resource belongs is selected by the simulator with a uniform random function. The average time between two successive agent movements is set to 60 sec. To move towards a remote host, an agent exploits the P2P interconnections between Grid hosts. The number of P2P hops that are performed within a single agent movement is also a random function. The maximum number of hops, referred to as $H_{\text{max}}$, is varied from 1 to $D/2$, where $D$ is equal to the square root of $N_\text{p}$. The visibility radius, defined in Section 1.1, is set to 1.

The overall entropy $E$, defined in Section 1.2, is used to estimate the effectiveness of the ARMAP protocol in the reorganization of the resources. The $N_{\text{rep}}$ index is defined as the mean number of replicas that are generated for each resource: note that new replicas are only generated when the ARMAP protocol works with the copy modality. $F_{\text{op}}$ is the frequency of operations (pick and drop) that are performed by each agent; this index gives estimation of agents’ activeness and system stability, since such operations are less frequent when a low level of entropy has already been achieved. Finally, the traffic load $L$ is defined as the number of hops per second that are performed by all the active agents. This index is used to evaluate the communication costs produced by ARMAP.
Table 1. Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid size (number of peer), $N_p$</td>
<td>225 to 10000</td>
</tr>
<tr>
<td>Number of agents (class-specific or generic), $N_a$</td>
<td>$N_p/4$ to $2N_p$</td>
</tr>
<tr>
<td>Mean number of resources provided by a peer</td>
<td>15</td>
</tr>
<tr>
<td>Number of classes of resources, $N_c$</td>
<td>3 to 7</td>
</tr>
<tr>
<td>Mean amount of time between two successive movements of an agent</td>
<td>60 s</td>
</tr>
<tr>
<td>Maximum number of hops, $H_{max}$</td>
<td>1 to $D/2$</td>
</tr>
<tr>
<td>Visibility radius, $R_v$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Performance indices

<table>
<thead>
<tr>
<th>Performance Index</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Spatial Entropy, $E$</td>
<td>Defined in Section 1.2</td>
</tr>
<tr>
<td>Mean number of replicas, $N_{rep}$</td>
<td>Mean number of replicas of a generic resource (included the original copy) which have been disseminated in the Grid</td>
</tr>
<tr>
<td>Mean frequency of operations, $F_{op}$</td>
<td>Mean number of successful operations - pick or drop - that are performed by a single agent per unit time (operations/s)</td>
</tr>
<tr>
<td>Traffic load, $L$</td>
<td>Mean number of hops that are performed by all the agents of the Grid per unit time (hops/s)</td>
</tr>
</tbody>
</table>

2.2 Simulation Results

Simulation results shown in this section are relative to simulations performed for a network with 2500 hosts that provide resources belonging to 5 different classes. In particular, results shown in Figures 2-6 are obtained by setting the number of agents $N_a$ to $N_p/2$ (i.e. each peer generates an agent with probability 0.5), and the maximum number of hops $H_{max}$ to 3. The impact of these two parameters is discussed later. All agents are supposed to be generic, i.e. they can pick and drop resources belonging to every class.

Performance measures are reported versus time to illustrate the effect of the ARMAP protocol in the reorganization and mapping of resources. Figure 2 shows that the exclusive use of the copy modality is not effective: the system entropy decreases very quickly in a first phase, but increases again when the agents create an excessive number of replicas (Figure 3). The reason of this behaviour is the following: if agents continue to create new replicas, eventually all peers will possess all the resources, thus completely undoing the mapping operation. The curve labeled as “copy/move” in Figure 2 is obtained by switching the protocol modality from copy to move when it is observed that the entropy function increases two times in succession (entropy is calculated every 2000 sec). The effect of the modality switch is that the system entropy not only ceases to increase but decreases to much lower values. This is due to the action of agents that do not generate further replicas, as shown in Figure 3, but continue their work in creating low-entropy regions specialized in particular classes of resources.
Note that in these it is assumed that a global view of the system – the value of the overall system entropy - is known by all the agents. In the following this approach will be referred to as the global one.
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**Fig. 2.** Mean spatial entropy vs. time; comparison between ARMAP used with the copy modality and ARMAP with the copy/move modality switch.

![Figure 3](image2.png)

**Fig. 3.** Mean number of replicas vs. time; comparison between ARMAP used with the copy modality and ARMAP with the copy/move modality switch.

Figure 2 and 4 show that, with the copy modality, at the same time as the system entropy begins to increase, the frequency of operations of a single agent begins to decrease. This experimental result can be exploited to define a local approach that allows agents to perform the modality switch on their own. To this aim, the pheromone mechanism explained in Section 1.2 is used, but it is necessary to set a proper value of the pheromone threshold \( T_f \) beyond which an agent must perform the modality switch. This value was set with the following method: by running simulations with the global approach, we calculated the mean pheromone value of a generic agent at the time at which the system entropy begins to increase. This value was used as the pheromone threshold of an agent in the local approach. Figure 5 compares the curves of system entropy obtained with the global and local approaches. It is confirmed that the local
approach is effective, since it approximates the global one very strictly, by creating a slightly higher number of replicas, as depicted in Figure 6.

Another interesting result of simulations (not shown here) is that the behavior of ARMAP does depend neither on the Grid size, nor on the mean number of resources owned by a generic peer. This assures that each agent can ignore such global parameters and confirms the effectiveness of the local approach based on the pheromone mechanism. The value of the pheromone threshold $T_{\phi}$ only depends on the number of agents per peer, i.e. the ratio $Na/N_P$; this parameter can be easily known by the agents since it is equal to the probability that a peer generates and forwards an agent.

![Fig. 4](image4.png)

**Fig. 4.** Mean frequency of operations vs. time; comparison between ARMAP used with the copy modality and ARMAP with the copy/move modality switch.

![Fig. 5](image5.png)

**Fig. 5.** Mean spatial entropy vs. time; comparison between global and local approaches.

Table 3 shows, for different values of the ratio $Na/N_P$, the values of the time at which the switch modality should be performed (calculated with the global approach), and the mean pheromone level of a generic agent at that time. Such a pheromone level, as explained above, is the threshold at which agents must switch to the move modality when the local approach is used. It can be observed that, as the number of agents increases, the time at which such agents must stop creating new replicas decreases,
since the overall activity of agents is higher. As a consequence, the threshold pheromone level decreases as well: a single agent will reach the pheromone threshold after a shorter interval of time.

Figure 7 reports the trend of the overall system entropy obtained with different numbers of agents: the local approach is used and the pheromone thresholds are set to the corresponding values shown in Table 3. An increase in the number of agents makes the system entropy decrease faster and reach lower values. However, a higher activity of agents also causes an increase in the traffic load (Figure 8). A correct setting of the ratio $Na/Np$ should take into account the trend of these performance indices and in general should depend on system features and requirements, for example on the system capacity of sustaining a high traffic load.

Figure 9 compares the trend of the overall system entropy obtained with generic and specialized (class-specific) agents: in both cases the number of agents is set to $Np/2$. The performance increase achieved with the use of generic agents is confirmed, since they permit to obtain much lower values of the system entropy.

![Fig. 6. Mean number of replicas vs. time; comparison between global and local approaches.](image)

<table>
<thead>
<tr>
<th>Number of agents $Na$</th>
<th>Modality switch time (s)</th>
<th>Pheromone level at switch time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Np/4$</td>
<td>116,000</td>
<td>9.44</td>
</tr>
<tr>
<td>$Np/2$</td>
<td>52,000</td>
<td>8.94</td>
</tr>
<tr>
<td>$Np$</td>
<td>28,000</td>
<td>7.41</td>
</tr>
<tr>
<td>$2Np$</td>
<td>18,000</td>
<td>5.89</td>
</tr>
</tbody>
</table>
Fig. 7. Mean spatial entropy vs. time, with different numbers of agents.

Fig. 8. Mean traffic load (hops/s), with different numbers of agents.

Fig. 9. Mean spatial entropy vs. time. Comparison between generic and specialized agents.
Finally, the effect of the parameter $H_{\text{max}}$ is analyzed in Figure 10-11. Here, the number of (generic) agents $N_a$ is set to $N_P/2$. An increase of $H_{\text{max}}$ speeds up the sorting of resources (Figure 10), since an agent can move resource between more distant peers, but causes a significant increase in the traffic load (Figure 11). Again, a correct setting of $H_{\text{max}}$ should take into consideration the network requirements. We chose to set $H_{\text{max}}$ to 3, because this is the minimum value that permits to move an agent between two visibility regions that are completely disjoint, given that the visibility radius is set to 1.

![Fig. 10. Mean spatial entropy vs. time, with different values of $H_{\text{max}}$.](image)

![Fig. 11. Mean traffic load (hops/s), with different values of $H_{\text{max}}$.](image)

### 3 Related Work

Since Grid hosts provide a large set of distributed and heterogeneous resources, an efficient Grid information service is a pillar component of a Grid. Current Grid information services offer centralized or hierarchical information services, but this kind of approach is going to be replaced by a decentralized one, supported by P2P interconnection among Grid hosts.
In the last years, a number of P2P techniques and protocols have been proposed to deploy Grid information services: for example, super-peer networks [12, 21] achieve a balance between the inherent efficiency of centralized search, and the autonomy, load balancing and fault-tolerant features offered by distributed search.

P2P search methods can be categorized as structured or unstructured. The structured approach assumes that hosts and resources are made available on the network with a global overlay planning. In Grids, users do not usually search for single resources (e.g. MP3 or MPEG files), but for software or hardware resources that match an extensible set of resource descriptions. Accordingly, while structured protocols, e.g. based on highly structured overlays and Distributed Hash Tables (e.g. Chord [14]), are usually very efficient in file sharing P2P networks, unstructured or hybrid protocols seem to be preferable in largely heterogeneous Grids. Unstructured search methods can be further classified as blind or informed [18]. In a blind search (e.g. using flooding or random walks [11]), nodes hold no information that relates to resource locations, while in informed methods (e.g. routing indices [4] and adaptive probabilistic search [19]), there exists a centralized or distributed information service that drives the search for the requested resources. As discussed in Section 1.3, the approach presented in this paper aims to combine the flexible and scalable features of a blind approach with the efficiency and rapidity of an informed approach.

The ARMAP protocol introduced in this paper is based on the features of Multi-Agent Systems (MAS), and in particular of ant-based algorithms. A MAS can be defined as a loosely coupled network of problem solvers (agents) that interact to solve problems that are beyond the individual capabilities or knowledge of each problem solver [16]. Research in MASs is concerned with the study, behaviour, and construction of a collection of autonomous agents that interact with each other and the environment. Ant-based algorithms are a subclass of agent systems which aim to solve very complex problems by imitating the behaviour of some species of ants [3].

The Anthill system [2] is a framework that supports the design, implementation and evaluation of P2P applications based on multi-agent and evolutionary programming. In Anthill, societies of adaptive agents travel through the network, interacting with nodes and cooperating with other agents in order to solve complex problems. Reference [5] introduces an approach based on ant behaviour and genetic algorithms to search resources on a P2P network. A sub-optimal route of query messages is learnt by using positive and negative pheromone feedbacks and a genetic method that combines and improves the routes discovered by different ants. Whereas in [5] the approach is tailored to improve search routes with a given distribution of resources in the network, this paper proposes to reorganize and replicate the resources in order to decrease the intrinsic complexity of discovery operations. Instead of directly using ant-based algorithms to search resources, the ARMAP protocol exploits an ant-based replication and mapping algorithm to replicate and reorganize resources according to their categorization.

Our protocol is a variant of the basic sorting algorithm proposed in [6]. However, the latter assumes that only one item can be placed in a cell of a toroidal grid, and items can only be moved from one cell to another. Conversely, the ARMAP protocol assumes that a cell (i.e. a Grid host) can store several items (i.e. Grid resources) and an agent can create many replicas of the same item.

The problem of driving the behaviour of a single agent, which should autonomously be able to take actions without having an overall view of the system, has been discussed in [7]. There, a decentralized scheme, inspired by insect pheromone, is
used to limit the activity of a single agent when it is no more concurring to accomplish the system goal. In this paper, a similar approach is used to drive the behaviour of an agent, in particular to evaluate the correct time at which it should switch from the copy to the move modality.

Information dissemination is a fundamental and frequently occurring problem in large, dynamic, distributed systems, since it consents to lower query response times and increase system reliability. Reference [8] proposes to disseminate information selectively to groups of users with common interests, so that data is sent only to where it is wanted. In this paper, instead of classifying users, it is proposed to exploit a given classification of resources: resources are replicated and disseminated with the purpose of creating low-entropy Grid regions that are specialized in specific resource classes. The so obtained information system allows for the definition and usage of a semi-informed search method, as explained in Section 1.3.

The ARMAP protocol assumes that a classification of resources has already been performed. This assumption is common in similar works: in [4], performance of a discovery technique is evaluated by assuming that resources have been previously classified in 4 disjoint classes. Classification can be done by characterizing the resources with a set of parameters that can have discrete or continuous values. Classes can be determined with the use of Hilbert curves that represent the different parameters on one dimension [1]; alternatively, an n-dimension distance metric can be used to determine the similarity among resources [10].

4 Conclusions

This paper introduces an approach based on multi agent systems to manage resources and construct an efficient information system in Grids. The presented ARMAP protocol accomplishes two main purposes: it replicates resource information on Grid hosts, and gathers information related to similar resources in restricted regions of the Grid. The work is performed by ant-like agents who travel over the network by exploiting P2P connections. A simulation study allowed for a deep analysis of the ARMAP protocol for different values of network and protocol parameters. The controlled dissemination of information assured by ARMAP guarantees a high availability of resources and favours an efficient management of the information system, since different clusters of peers can become specialized in different resource classes. Furthermore, with the use of ARMAP it is possible to devise a semi-informed discovery protocol that maximises the success of a query request by routing it towards a cluster of peers which are specialized in the resource class specified in the query. Further work is currently focused on the performance analysis of such a discovery protocol.
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