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Abstract—The analysis of very large data sources requires scalable systems to reduce execution time and make the Big Data paradigm viable. Cloud infrastructures can be effectively used as scalable computing and storage platforms for implementing high-performance data analysis services. Nubytics is a Software-as-a-Service (SaaS) system that exploits Cloud facilities to provide efficient services for analyzing large datasets. The system allows users to import their data to the Cloud, extract knowledge models using high performance data mining services, and exploit the inferred knowledge to predict new data and behaviours. In particular, Nubytics provides data classification and regression services that can be used in a variety of scientific and business applications. Scalability is ensured by a parallel computing approach that fully exploits the resources available on the Cloud. In addition, Nubytics is provided in accordance with the Software-as-a-Service (SaaS) model. This means that no installation is required on the user’s machine: the Nubytics interface is offered by a web browser, so it can be run from most devices, including desktop PCs, laptops, and tablets. This is a key feature for users who need ubiquitous and seamless access to scalable data analysis services, without needing to cope with the installation and system management issues of traditional analytics tools.

The remainder of the paper is structured as follows. Section II discusses related work. Section III introduces the architecture of Nubytics. Section IV describes the main services provided by Nubytics and presents an experimental performance analysis to show its scalability.

I. INTRODUCTION

Data analysis techniques are used in many application areas to extract useful knowledge from large datasets. The analysis of very large data sources requires scalable systems to reduce execution time and make the Big Data paradigm viable. Cloud technologies can be effectively exploited to provide end users with the computing and storage resources, and the execution mechanisms needed to efficiently run complex data analysis tasks. Indeed, several Cloud-based data analysis systems have been proposed in the latest years. A key advantage of Cloud computing is that end users do not need to have neither knowledge nor control over the infrastructure that supports their applications. In fact, Cloud infrastructures are based on large sets of computing resources that are assigned to applications on-demand. Cloud resources are provided in a highly scalable way, i.e., they are allocated dynamically to applications depending on the current level of requests [1].

We worked in the area of Cloud-based data analysis services by designing and developing Nubytics, a system that exploits Cloud facilities to provide scalable services for analyzing large datasets. The system allows users to import their data to the Cloud, extract knowledge models using high performance data mining services, and use the inferred knowledge to predict new data. Nubytics provides data classification and regression services that can be used in a variety of scientific and business applications. Scalability is ensured by a parallel computing approach that fully exploits the resources available on the Cloud. In addition, Nubytics is provided in accordance with the Software-as-a-Service (SaaS) model. This means that no installation is required on the user’s machine: the Nubytics interface is offered by a web browser, so it can be run from most devices, including desktop PCs, laptops, and tablets. This is a key feature for users who need ubiquitous and seamless access to scalable data analysis services, without needing to cope with the installation and system management issues of traditional analytics tools.

The remainder of the paper is structured as follows. Section II discusses related work. Section III introduces the architecture of Nubytics. Section IV describes the main services provided by the system. Section V shows the system functionalities through a use case. Section VI presents an experimental performance analysis demonstrating the scalability of the system. Finally, Section VII concludes the paper.

II. RELATED WORK

Several software tools and frameworks have been developed and used for implementing data analysis applications and workflows on Cloud systems.

Hadoop [2] is an implementation of the MapReduce programming model [3] for developing parallel data analysis applications. It can be adopted for developing applications using many programming languages (e.g., Java, Ruby, Python, C++). Hadoop relieves developers from having to deal with distributed computing issues such as load balancing, fault tolerance and data locality.

Spark [4] is a framework for in-memory data analysis designed to efficiently perform both batch processing applications (similar to Hadoop) and dynamic applications like streaming, interactive queries, and graph analysis. Spark is compatible with Hadoop data and can run in Hadoop clusters. In contrast to Hadoop in which intermediate data are always stored in distributed file systems, Spark stores data in memory to obtain better performance.

Microsoft Azure Machine Learning (Azure ML) [5] is a SaaS that provides a Web-based machine learning IDE for creation and automation of machine learning workflows. Azure ML includes a rich catalog of processing tools that can be easily included in a workflow to prepare/transform data or to mine...
data through supervised learning (regression and classification) or unsupervised learning (clustering) algorithms.

Galaxy [6] is a web-based bioinformatics workflow management system. It runs on Linux/Unix based servers, and therefore several organizations execute Galaxy on private or public Cloud IaaS. In order to improve Galaxy’s capabilities with respect to interfacing with large scale computational systems and running workflows in a parallel manner, Galaxy has recently been integrated with Swift/T [7], a large-scale parallel programming framework.

Taverna [8] is a workflow management system mostly used in the life sciences community. It can orchestrate Web Services and these may be running in the Cloud. Recently, the Taverna system [9] has been developed for integrating Taverna and Galaxy. In particular, Tavaxy allows users to create and execute workflows employing an extensible set of patterns that enables the integration of existing workflows from Taverna and Galaxy.

E-Science Central (e-SC) [10] allows scientists to store, analyze and share data in the Cloud. Its in-browser workflow editor allows users to design applications by connecting services, either uploaded by themselves or shared by other users of the system. One of the most common use cases for e-SC is to provide a data analysis back end to a standalone desktop or Web application.

ClowdFlows [11] is a Cloud-based platform for the composition, execution, and sharing of interactive data mining workflows. Its service-oriented architecture allows using third-party services (e.g., Web services wrapping open-source or custom data mining algorithms). The server side consists of methods for the workflow editor to define workflows, and a relational database of workflows and data.

Data Mining Cloud Framework (DMCF) [12] allows users to program data analysis applications using two languages: VL4Cloud, a visual formalism for programming data analysis workflows graphically; JS4Cloud, a scripting language for programming workflows based on JavaScript. The DMCF’s runtime fully exploits the Cloud infrastructure enabling workflow execution on multiple virtual machines.

BigML [13] is a SaaS for discovering predictive models from data sources and using data classification and regression algorithms. The distinctive feature of BigML is that predictive models are presented to users as interactive decision trees. The decision trees can be dynamically visualized and explored within the BigML interface, downloaded for local usage and/or integration with applications, services, and other data analysis tools.

Nubytics differs from general purpose data analysis frameworks like Azure ML, Hadoop and Sparks, or data-oriented workflow management systems like ClowdFlows and DMCF, as it provides specialized services for data classification and prediction. These services are provided by a Web interface that allows data analysts to focus on the data analysis process without worrying on low level programming details. This approach is similar to that adopted by BigML. However, Nubytics also focuses on scalability, by implementing an ad hoc parallel computing approach that fully exploits the distributed resources of a Cloud computing platform.

III. ARCHITECTURE

The Nubytics architecture includes storage and compute components (see Figure 1). The storage components are:

- **Data Folder** that contains data sources and the results of data analysis, and **Tool Folder** that contains algorithms for data analysis and prediction.
- **Data Table, Tool Table and Task Table** that contain metadata information associated with data, tools, and tasks.
- **Task Queue** that contains the tasks to be executed.

The compute components are:

- **Virtual Compute Servers** that execute the data analysis tasks.
- **Virtual Web Servers** that host the system front end, i.e., the Nubytics web interface.

The architecture manages submission and execution of data analysis tasks by the steps shown in Figure 1:

1) Using the services provided by the front end, the user can configure and submit the desired data analysis task (e.g., training a classification model from a dataset).
2) Exploiting a data parallel approach, the system models the task as a set of parallel sub-tasks that are inserted into the Task Queue for processing.
3) Each idle Virtual Compute Server picks a sub-task from the Task Queue and concurrently starts its execution.
4) Each Virtual Compute Server gets the part of data assigned to it from the Data Folder where the original dataset is stored.
5) After sub-task completion, each Virtual Compute Server puts the result on the Data Folder.
6) The front end notifies the user as soon as the task has completed, and allows her/him to access the results.

IV. SERVICES

The Nubytics front end is divided into three sections - **Datasets, Tasks and Models** - corresponding to the three groups of services provided by the system: dataset management, task management and model management.

---

Fig. 1. System architecture and execution steps.
A. Dataset management

The datasets of a user are stored in a Cloud storage space associated to the user’s account. The Datasets section provides several data management services, including: importing (uploading) a dataset from the user’s terminal; exporting (downloading) a dataset to the user’s terminal; listing and searching the available datasets; modifying the metadata of a dataset; creating a copy, deleting, or restoring a dataset.

As an example, Figure 2 shows a screenshot of the Datasets section showing some statistics on a dataset imported by a user. For each dataset field, the system shows name, type, number of instances present and missing, and a histogram representing the distribution of the instance values for that field.

B. Task Management

The Tasks section provides services for configuring, submitting and managing data analysis tasks. Two classes of tasks can be submitted: training tasks and prediction tasks.

A training task takes as input a dataset and produces a classification or regression model from it. The goal of classification is to derive a model that classifies the instances of a dataset into one or more classes. Using a classification model, we can predict the membership of a new data instance to a given class from a set of predefined classes. The goal of regression is to build a model that associates a numerical value to the instances of a dataset. Therefore, a regression model can be used to forecast a quantitative value starting from the field values of a new data instance.

The configuration of a training task is made by selecting the input dataset, the class field (which is categorical in case of classification and numerical in case of regression), and the predictive fields that must be considered for the analysis (they can be all - or a subset of - the original dataset fields). A parallel computing approach is used to speedup the execution of training tasks. This is done using a data parallel approach that divides the original task in sub-tasks, assigns a sub-task to a different virtual compute server on the Cloud, and joins the partial results computed by multiple servers into a single model. The scalability that is achieved with this approach is discussed in Section VI.

A prediction task takes two input elements: a model generated by a training task, and a new dataset whose instances must be classified or regressed. As a result, the new dataset will include a new field containing the predicted class label (in case of classification) or numerical value (in case of regression) of each tuple. Also in this case, parallelism is exploited by performing the prediction task in parallel on multiple Cloud servers.

Multiple tasks can be submitted to the system, and the user can monitor the status of each one through a task management interface, as shown by the screenshot in Figure 3. For each task, the interface shows the task type (prediction or training), some information about execution (start, end, and elapsed time), and the current status. Additional details on a task can be seen by selecting the corresponding row. For instance, the figure shows Input Dataset and Output Model of the second task, which is a Training task.

C. Model Management

The Models section provides services for managing (e.g., searching, listing, etc.) the models previously generated by
training tasks. In addition to management functionalities, the section provides the 1-Row Prediction service, which allows users to predict the class or the numerical value of a single data instance. This is a fast tool that can be convenient in case a user needs to make prediction on single tuples, rather than on entire datasets, in which case a standard prediction task should be submitted to the system. Figure 4 shows a screenshot of the 1-Row Prediction tool. After choosing a model, the tool shows to the user a panel containing the fields in the model. Then, the user chooses a value for each field and the system predicts the corresponding class.

V. USE CASE

As a real-life use case, let us assume that the distributor of a newspaper registered in a csv file the number of copies sold per day over recent years in a given city. A small excerpt of the csv file is shown in Figure 5a. As shown in the figure, some information were registered every day: Weekday; IsHoliday (yes/no); Weather (Rainy/Sunny); Event (yes/no); Price; Attach (yes/no); Promo (yes/no), SoldCopies.

The goal of the distributor is using the data stored in the csv file to create a model for predicting how many copies will be sold in a future day, based on some infos about the day. Nubytics can be used to reach this goal in three steps:

1) The csv file is imported to Nubytics. Figure 5b shows a screenshot of the system after having imported the csv file. The user can also get some statistics about the dataset, i.e., histograms representing the distribution of the instance values for every field, using the functionality already shown in Figure 2.

2) A training task is submitted to create a predictive model, as shown in Figure 6a. The user specifies: the dataset used to train the model; the class field, i.e., which attribute must be predicted (in this case, SoldCopies); which attributes must be considered by the model (in this case, the user selected all the attributes except Year and Day). After submission, the user can monitor the task status through the management interface shown in Figure 3.

3) Once the predictive model is ready, it can be used to predict the number of sold copies in a future day. The 1-Row Prediction tool can be conveniently used for the purpose. As shown in Figure 6b, the tool presents a panel containing the fields in the model, i.e., all the fields in the dataset except Year and Day that were excluded in the previous step. By inserting a value for each field, the system predicts the sold copies based on the model.

VI. EVALUATION

In this section we present some experimental performance results obtained performing a training task for data classification using Nubytics, to show the scalability of the system in processing high volumes of data. The Cloud environment used for the experimental evaluation was composed of 128 virtual servers, each one equipped with a single-core Intel Xeon E5-2660 2.2GHz CPU, 3.5GB of memory, and 50GB of disk space. The measured bandwidth between two virtual servers is about 480 Mbps [14].

The input dataset used for the experiments has been generated from the Census-Income Database [15], which contains weighted census data extracted from the 1994 and 1995 Current Population Surveys conducted by the U.S. Census Bureau. Each instance corresponds to a US citizen and is described by 42 attributes, giving information about demographic and employment issues (e.g., age, sex, education, class of worker, major occupation code, etc.). The class attribute is the income.
level for the person represented by the record, whose values are discretized in the two categories “−50000” and “50000+”, i.e. representing an income lower or higher than 50,000.

The original dataset contains about 200,000 instances. By replicating the instances in the original dataset, we generated an input dataset containing 4.4 million instances with a total size of about 2,097 MB. The goal of the classification task on this dataset is to train a knowledge model, that can be used to predict the income level for a person described by the attributes.

To evaluate the efficiency and scalability of the Nubytics system, we report here some measures collected during the classification of the aforementioned dataset. More in detail, we evaluated the results through the following performance metrics:

- **Turnaround time**: the elapsed time from task submission until the final result is produce, varying the number of processing nodes (virtual servers) used to execute the task;
- **Speedup**: the ratio of the turnaround time on 1 processing node to the turnaround time on \( n \) nodes, which measures how much performance gain is achieved over a sequential implementation;
- **Efficiency**: the ratio between speedup and the number of processing nodes, which measures the percentage of time for which nodes are usefully exploited for computation (and not for communication tasks or even idling).

First, we measured the turnaround times of the classification task, using from 1 to 128 servers. Figure 7 shows such results, that can also be seen as a comparison between a sequential and parallel executions. In particular, the figure shows how the time required to execute the entire task strongly decreases with the increase of computing resources. For instance, the turnaround time decreases from about 5 hours required to obtain the data classification on a single node, to 1 hour and 15 minutes using 4 servers, to about 10 minutes using 32 servers, and to about 3 minutes using 128 servers. These values show a good performance of the system.

![Figure 7. Turnaround time vs number of servers.](image)

Figure 8 plots the execution speedup values, for different number of nodes. As shown in the figure, the speedup is almost linear up to 32 nodes (the optimum/linear speedup is reported as a reference in the plot) and maintains a notable trend even for higher number of nodes. For instance, it reaches the values 15.51 on 16 servers and 30.48 for 32 servers. When the number of nodes is higher (64 or 128), the slope of the curve begins to decrease because the overhead time, mostly related to communications among the nodes, becomes not...
negligible with respect to the processing time. However, the system achieves speedup values equal to 58.48 and 101.19 on 64 and 128 nodes, respectively. These results confirm the high scalability of the system.

Finally, Figure 9 reports the efficiency versus the number of nodes. It is worth noting that it assumes values higher than 0.95 up to 32 nodes, that is, more than 95% of the computing power of each used server is exploited. The efficiency decreases to 0.91 on 64 servers and 0.79 on 128 servers. Overall, this is a notable result and is a another sign of good scalability properties.

Nubytics is a system that exploits Cloud facilities to provide scalable services for analyzing large datasets. It allows users to import their data to the Cloud, discover knowledge models using high performance data mining services, and use the inferred knowledge to predict new data. The system provides data classification and regression functionalities that can be used in a variety of application scenarios. Nubytics is provided in accordance with the SaaS model, which is a key advantage for users who need ubiquitous and seamless access to scalable data analysis services.

To ensure scalability on large datasets, Nubytics implements a parallel computing approach that fully exploits the resources available on the Cloud. The experimental results demonstrate the effectiveness of the approach in processing high volumes of data. The experiments presented in the paper show that the speedup is almost linear up to 32 virtual servers and maintains very good trends even for higher number of nodes. This allows Nubytics to significantly reduce the processing time on large datasets, which is fundamental to deliver results in a timely way to business users.

Nubytics is available at https://www.nubytics.com.

VII. CONCLUSION

Data analysis techniques are increasingly being used to extract useful knowledge from large datasets in many application areas, from science to business. The analysis of very large data sources requires scalable systems to reduce execution time and make the Big Data paradigm viable. Cloud technologies can be effectively exploited to provide end users with the computing and storage resources, and the execution mechanisms needed to efficiently run complex data analysis tasks.
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